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Abstract— The function of a brain region can be constrained
by its anatomical connections. The Inferior Parietal Lobule
(IPL) is a cortical region with marked functional heterogene-
ity, involved in visuospatial attention, memory, language and
mathematical cognition. In this work three different variants
of the normalized graph-cut clustering algorithm were applied
to obtain a parcellation of the IPL of living subjects into com-
ponent regions based on the estimate of anatomical connectivity
obtained from diffusion tensor tractography. Results over the
three different algorithms were compared and a new metric
proposed to measure the quality of individual parcellations by
comparing to standard atlas regions. In this study of 19 subjects,
an average of 64% overlap with the Juelich brain atlas was
observed.

I. INTRODUCTION
Diffusion MRI can be used to noninvasively study the

anatomical structure of the brains of living subjects. Tractog-
raphy algorithms have been developed that estimate anatom-
ical connections from diffusion weighted MR images [1].
Parcellations based on these anatomical connections provide
valuable information for exploring functional connectivity
relationships. According to the gold standard of cytoartchi-
tecture, the IPL consists of seven distinct functional fields.
However, cytoartchitecture only works with postmortem
brain samples. In this study the aim is to parcellate the
IPL data of living subjects according to an anatomical
connectivity map and evaluate the parcellation quality by
means of the overlap with clusters of a standard atlas. The
cortical area can be parcellated into distinct clusters based
on the cross-correlation of the connectivity map estimated
from diffusion MRI by probabilistic tractography. Current
methods fall into three major categories. The first category
relies on the known connection patterns of the functional
fields. Either local information about the diffusion or the
connectivity information derived from tractography can be
applied. A second category uses a statistical model based
on the assumption of the statistical distribution of the data
[2]. Finally a third category uses unsupervised machine
learning methods to cluster the voxels based on voxel-wise
connectivity differences [3], [4], [5]. In this project the
normalized graph-cut clustering algorithm, an unsupervised
machine learning technique, was used to parcellate the IPL
region.
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A substantial difficulty in in vivo brain parcellation is the
lack of ground truth. The Juelich Atlas, which was used in
this work, is an average map of the brain, obtained from 10
post-mortem subjects, and contains 7 IPL regions. The actual
number of parcels in an IPL of a human being that can be
obtained through diffusion MRI is still a subject of debate.
Therefore, the evaluation of the quality of the parcellation is
a problem. In this paper a new metric that can be used to
evaluate the quality of a parcellation of a brain as compared
to an atlas when there is no ground-truth for the individual
brain is proposed. This metric was used to compare the
results of three different clustering algorithms on 19 living
subjects.

II. PREPROCESSING

Our data consisted of DWI (64 unique directions and b-
value of 1000 mm/s2) with 2 mm isotropic resolution belong-
ing to 19 healthy control subjects obtained through a Siemens
Trio 3T scanner. We had diffusion, non-diffusion and T1-
weighted MRI volumes for all subjects. After removing the
noise and eddy current distortions from the raw data by
applying affine registration of all volumes to a non-diffusion
weighting volume, a 2mm white/grey matter boundary was
extracted and the voxels along that boundary were used to
define both the target regions and seed regions. The target
regions came from all the 2009-Destrieux parcels provided
by Freesurfer[6], and the seed regions were the voxels along
the white/grey matter interface that belonged to either the
left angular gyrus, the left supramarginal gyrus, or the left
Jensen sulcus. Probabilistic tractography was performed on
a voxel by voxel basis using Mrtrix[7]. During tractography
all tracks that started and ended within the same ROI were
rejected. The likehood of connection between IPL and non-
IPL cortical areas was calculated by counting the number of
tracts that reached each cortical target from 5000 particles
that were initiated from each IPL voxel.

A. Data for Clustering

Our clustering data contains 3D coordinates of the IPL
voxels and the target connectivity probabilities of each seed
voxel obtained by probabilistic tractography in the prepro-
cessing step. Target regions showing no connectivity with
any seed voxels are discarded.

III. FEATURE SPACE

The form of the feature space is dependent on the clus-
tering algorithm. In preliminary studies we determined that
the normalized graph-cut family of algorithms produced
more meaningful clusters and more repeatable results than



such standard algorithms as K-means and EM (Expectation-
Maximization) clustering. For the normalized graph-cut algo-
rithm, the feature space is a graph that must be partitioned
into subsets. A weighted undirected graph G = (V, E) is
constructed, where each node V represents a voxel and an
edge is formed between every pair of nodes. The weight
on each edge wij represents the strength of the similarity
according to some metric between nodes i and j. This graph
structure was used to construct a V*V composite similarity
matrix W in which each Wij represents the similarity of two
voxels by means of both connectivity and spatial affinity.
Fig.1 illustrates the construction of the composite similarity
matrix; the steps are as follows:

1) Build a normalized connectivity matrix using prob-
abilistic tractography. The values are normalized by
dividing by the largest value of the matrix.

2) Build a symmetric spatial distance matrix according to
the L∞ metric:

dist(i, j) = max(|ix − jx| , |iy − jy| , |iz − jz|) (1)

The values are normalized by dividing by the largest
value of the matrix.

3) Compute a connectivity similarity matrix according to
the equation:

W i,j
conn = exp(−α ∗ fconn(pi, pj)/σ2

conn) (2)

where fconn is the Jaccard metric defined as [8]:

dst = 1− #[(xsj ̸= xtj) ∩ ((xsj ̸= 0) ∪ (xtj ̸= 0))]

# [(xsj ̸= 0) ∪ (xtj ̸= 0)]
(3)

where xsj represents the connectivity of seed voxel s
to target region j. Note that multiple other distances
such as Euclidean and Mahalanobis distances were also
tried, and Jaccard distance performed the best.

4) Compute a spatial affinity matrix with the equation
below, proposed by Shi and Malik [9]:

W i,j
spatial = exp(−(1− α) ∗ dist(i, j)/σ2

spatial) (4)

5) Compute the composite similarity matrix:

W i,j
similarity = W i,j

conn +W i,j
spatial (5)

where i, j represents the ith and jth voxels respectively and x,
y, z represents the 3D coordinates. The parameter α controls
the contribution of the connectivity matrix and spatial matrix
to the similarity matrix, and σ is a weighting factor, used
for similarity measurement. This method is similar to that in
[9], but uses a linear combination of connectivity and spatial
affinity instead of a product.

IV. PARCELLATION

The purpose of this project is to parcellate the voxels
into disjoint sets S1, S2, ..., Sm based on the connectivity
and spatial affinity information represented by the composite
similarity matrix. One such class of techniques suitable
for this purpose is spectral clustering, which aims to per-
form dimensionality reduction by using the spectrum of the

Fig. 1. Construction of Similarity Matrix

similarity matrix. Normalized graph cuts, first proposed by
Shi and Malik [9], is in this class of algorithms and is
commonly used for image segmentation. There are different
approaches for normalized graph-cut clustering algorithms,
and in this project we experimented with three of them:
standard normalized graph cuts, normalized graph cuts with
feature selection, and normalized graph cuts with K-means.

A. Standard Normalized Graph Cuts (NGC-std)
The standard normalized graph-cuts clustering algorithm

represents the feature space as a graph. It partitions the
vertices of the graph into two sets (S1, S2) based on the
eigenvector v, corresponding to the second-smallest eigen-
value of the generalized eigenvalue problem. Let d(i) =∑

j wij be the total connection from node i to all other
nodes, and let D be an N×N diagonal matrix with d on
its diagonal. With W representing the undirected weighted
graph as an N×N symmetrical composite similarity matrix
with W ij = wij , the equation

(D −W )y = λDy (6)

represents the generalized eigenvalue problem. The details of
composite similarity matrix computation were given in sec-
tion 3, and the steps of the normalized graph-cuts algorithm
are given below:

1) Given a feature space, set up a weighted graph G = (V,
E), compute the weight on each edge, and summarize
the information into W and D.

2) Solve (D − W )y = λDy for eigenvectors with the
smallest eigenvalues.

3) Use the eigenvector with the second smallest eigen-
value to bipartition the graph by finding the splitting
point such that the parameter Ncut (see below) is
minimized.

4) Decide if the current partition should be subdivided
by checking the stability of the cut. If Ncut is below
the prespecified value, recursively repartition the seg-
mented parts.

The number of groups segmented by this method is con-
trolled directly by the maximum allowed value of Ncut, the
normalized cut value between two sets S1 and S2 defined
by:

Ncut(S1, S2) =
cut(S1, S2)

assoc(S1, V )
+

cut(S1, S2)

assoc(S2, V )
(7)



Here, cut(S1, S2) represents the degree of dissimilarity be-
tween S1 and S2, and is defined as cut(S1, S2) =

∑
wij ,

where i ϵ S1 and j ϵ S2. The association between Sk, k ϵ
{1, 2} and V is defined as assoc(Sk, V ) =

∑
wij , where i

ϵ Sk and j ϵ V.

B. Normalized Graph Cuts with Feature Selection (NGC-fea)

Some of the target regions might have similar connectivity
patterns for all voxels. Such target regions are not valu-
able for clustering, since they do not carry discriminative
information for parcellation purposes. These kinds of target
regions are detected from the variance of the connectivities
of each target region. After computing the variance for each
target region, a threshold of 0.001 is applied to select the
targets with high variances, since they are expected to carry
discriminative information.

C. Normalized Graph Cuts with K-means

Another normalized graph-cut clustering approach de-
scribed in [10] was also investigated.

• Given a feature space, set up a weighted graph G = (V,
E), compute the weight on each edge, and summarize
the information into W and D.

• Solve (D − W )y = λDy for the first k eigenvectors
v1, v2, .., vk.

• Build a matrix U with v1, v2, .., vk as columns. Use K-
means to cluster the matrix U into c1, c2, .., ck clusters.

While the standard normalized graph-cuts algorithm can be
unstable for cuts where similar Ncut values exist for different
cutting positions, this approach can also exhibit unstable
behaviour because of the random seed selection in the K-
means algorithm.

V. EVALUATION METRIC

In this study, in order to measure the overlap between
the Juelich atlas and the computed clusters, a new metric
was designed. Fig. 2 shows an example table used in the
evaluation. Here rows and columns of the table represents
the computed clusters (CC) and the atlas clusters (AC),
respectively. Each cell represents the number of intersecting
voxels between a cluster of the atlas and a normalized cut
cluster.

Fig. 2. An example table used in evaluation.

For rows representing the computed clusters, columns
representing the atlas clusters, and cells representing the
number of intersecting voxels between a cluster of the atlas
and a computed cluster of the subject brain, the metric R is

defined as follows:
Let the normalized maximal scoring atlas cluster sum be
given by:

Asum = (
∑
i

max(rowi))/(
∑
ij

cellij) (8)

Asum is the sum of the largest overlap with the computed
clusters of each atlas cluster. Let the normalized maximal
scoring computed cluster sum be given by:

Csum = (
∑
j

max(columni))/(
∑
ij

cellij) (9)

Csum is the sum of the largest overlap with the atlas clusters
of each computed cluster. Then, the metric R is given by:

R =
Asum + Csum

2
if abs(Asum − Csum) < T (10)

where T is an experimentally determined threshold and set
to 0.2. The metric R considers both which computed cluster
is assigned to which atlas cluster and which atlas cluster is
assigned to which computed cluster. If the absolute difference
between Asum and Csum is not less than the threshold,
the resulting parcellation is unacceptable. In the ideal case,
where the number of atlas clusters and computed clusters
are the same, and each atlas cluster has the maximal overlap
with a different one of the computed clusters, R becomes
1; meaning the computed clusters perfectly overlap with
the atlas clusters. In the worst case, where there is only
one computed cluster (no clustering), Csum becomes equal
to 1, and Asum becomes L /(

∑
ij cellij), where L is the

size of the largest atlas cluster. Because of the distribution
of the voxels into atlas clusters, the value of Asum is
about .30, making the difference between Asum and Csum

(1− .30) larger than the threshold, meaning an unacceptable
parcellation.

VI. EXPERIMENTS AND RESULTS

The data set consisted of the left and right IPL regions,
which have similar connectivity patterns [11], of 19 subjects.
The right IPL data set was divided into two with 10 subjects
for training and 9 for testing; the left IPL data set was used
only for testing. This resulted in 10 subjects for training
and 28 subjects for testing. The three different normalized
cut algorithms were run on the training set, and the best
parameter set for each algorithm was selected by looking
at the average overlap of the atlas and the subjects in the
training set. Because the Juelich atlas contains 7 manually
determined clusters, experiments were run with +/- 2 margin
of 7, namely 5 to 9 clusters and with α varying from 0.5 to
0.9 with 0.1 intervals. The normalized graph cuts with K-
means approach did not produce any acceptable parcellation
results according to the proposed metric.

After the best parameters were determined on the training
set, both algorithms were run on the whole training and
testing sets. Fig. 4 shows the parcellation performances.
The training set is marked in yellow. Though 7 clusters are
represented in the atlas, 5 clusters gave the best result of



.64 while 7 clusters gave a result of .61. A Kolmogorov-
Smirnov test showed that the difference between these re-
sults are statistically significant. Furthermore, Mars et al.
in [4] obtained 5 clusters in their 2011 study. Whether
the discrepancy is due to technical limitations (in MRI
acquisition, diffusion imaging post-processing or clustering
approaches) or to differences between parcels as defined
by cytoarchitecture versus connectivity will be the focus of
further work. Improvements in technical approach can be
tracked by metrics such as the one proposed here.

Fig. 3. Parcellation performances. The yellow area is the training data and
the grey area is the independent test set.

To better illustrate the results, the parcellations for the
left IPL of subjects 6, 14 and 18 are shown with the
Juelich Atlas in Fig. 5. This figure shows only gray matter-
white matter interface voxels. The computed clusters were
colored according to the closest atlas cluster color in terms
of distance between centers of gravity.

Subject 6 (S6) Subject 14 (S14) Subject 18 (S18)

Juelich Atlas in S6 Juelich Atlas in S14 Juelich Atlas in S18
diffusion space diffusion space diffusion space

Fig. 4. Juelich atlas and parcellation results in sagittal view

VII. CONCLUSION AND FUTURE WORK

The function of a brain region can be constrained by its
anatomical connections. The IPL is the cortical region whose
different sub-regions represent different connection patterns.
The importance of this work is in its investigation of methods
for parcellating the IPL region of a living subject, rather than
manual parcellation of a post-mortem subject. The output of
such a parcellation can be very useful for future research in
understanding human brain functionality. The main difficulty
of such an evaluation is the lack of ground truth data by
which to measure the quality of the parcellation. The ground-
truth data available for this study was the Juelich atlas, which
is an average brain map of 10 post-mortem subjects. Since it
is only an average, perfect overlap with individual subjects is
not possible. Individual subjects’ brains might have different
sizes for regions with different functionalities. Even if the
3D volume of the subject and the atlas overlap perfectly, the
size of the regions might be different.

The main contributions of this work are the thorough study
of clustering methods and parameters and the development
of a new evaluation metric to measure the overlap between
a parcellation and an atlas. This metric can be used with any
kind of atlas, even if there is no individual ground-truth.
One of its best properties is that it works with different
numbers of clusters and detects if a parcellation is not of
sufficient quality to be useful. This is only an initial study.
Future plans include increasing the experiment space and
using more sophisticated statistical analysis methods for pa-
rameter optimization. Different preprocessing and clustering
approaches will be tried, and additional feature generation
and selection methods will be applied.
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