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Figure 1: Our system captures an interactive visual tour and a floor plan of an indoor scene, in real time, on a smartphone.

ABSTRACT

In this paper, we present a novel smartphone application de-
signed to easily capture, visualize and reconstruct homes, of-
fices and other indoor scenes. Our application leverages data
from smartphone sensors such as the camera, accelerometer,
gyroscope and magnetometer to help model the indoor scene.
The output of the system is two-fold; first, an interactive vi-
sual tour of the scene is generated in real time that allows the
user to explore each room and transition between connected
rooms. Second, with some basic interactive photogrammetric
modeling the system generates a 2D floor plan and accom-
panying 3D model of the scene, under a Manhattan-world
assumption. The approach does not require any specialized
equipment or training and is able to produce accurate floor
plans.
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INTRODUCTION

In 1979, Lippman et al. [12] used gyrostabilized cameras
mounted on top of a car to create an interactive visualiza-
tion of downtown Aspen. This early hypermedia system, a
forerunner of Google’s Street View [1], pioneered the use
of spatially indexed imagery for generating interactive vir-
tual tours. Their system allowed users to interactively ex-
plore an environment and presented the user with a sense of
‘being there’. The desire to enhance and improve the notion
of virtual presence has subsequently fueled a sizable body
of work around interactive visual tours. However, most of
these approaches [24, 21, 1, 9] rely on specialized data ac-
quisition equipment and have complex and time-consuming
offline processing pipelines, making them inaccessible to the
casual user.

In this work, we present a system to easily create and view in-
teractive visual tours, in real-time, entirely on a smartphone.
To create a tour, the user first captures video of an indoor
scene by following a few simple guidelines. This video data
is then spatially and temporally indexed using sensor readings
from the smartphone’s gyroscope, accelerometer and magne-
tometer. Our system then generates an image-based render-
ing of the scene that allows a viewer to interactively playback
a virtual tour in which he/she may explore each room and
‘walk’ between connected rooms. Once the data capture is
complete, we use an interactive photogrammetric modeling
scheme to recover room features such as the location of room
corners and doors from within the image data. With this infor-
mation we estimate the position of camera and generate an ap-
proximate floor-plan representation of the environment. Our
method is designed to capture Manhattan World [5] scenes,
i.e., scenes wherein all the surfaces are aligned with three
dominant directions. The computed floor plans correctly cap-
ture the layout of the scene and are used to augment the inter-
active tour, enabling the user to understand where they are in
the scene.



There are several challenges in making such a system work
robustly, in real-time, on a mobile device. First, phones lack
accurate localization information or odometry (GPS does not
work well indoors [26]), making it hard to estimate camera
position. Second, the monocular video data lacks depth infor-
mation about room dimensions or floor plan layout. Extract-
ing this information from video data in real-time is a difficult
task. Finally, working within the computational and memory
constraints of an embedded device pose additional engineer-
ing challenges.

The main contributions of this work are a framework for cap-
turing and spatially indexing visual data by using a combina-
tion of measurements from the gyroscope, accelerometer and
magnetometer, and a novel interactive technique to estimate
room geometry and floor plan layout from monocular video.
At a system level, the novelty lies in the implementation of an
end-to-end smartphone application capable of capturing and
reconstructing indoor scenes. We believe that our application
is the first of its kind to deliver an interactive tour experience
coupled with a floor plan on-the-fly, entirely on a phone. We
foresee the use of our system in areas such as real estate, inte-
rior design, indoor localization and mobile robot navigation.

In the remainder of the paper we discuss related work, present
an overview of the application from a user’s perspective, de-
scribe novel components of our system, present floor plan re-
sults and evaluate them against ground truth. We conclude
with future research directions.

RELATED WORK

The idea of indoor interactive video-based tours has been
explored by several authors in graphics, vision and HCI.
Brooks [2] in 1986 was one of the first to propose a sys-
tem to build rapid visual prototypes of buildings for archi-
tectural use. More recently Uyttendaele et al. [24] used
omnidirectional video to create indoor virtual tours. Simi-
lar approaches are used in Google’s Streetview [1] and Art
Project [9]. Our work is similar, in that the user can can in-
teractively look around an environment, move freely along
predefined paths, and branch to different areas at decision
points. These prior approaches required sophisticated om-
nidirectional camera rigs and several hours of offline pro-
cessing, whereas our method is implemented end-to-end on
a commodity smartphone and is able to generate tours in a
few of minutes. Our video-based tour approach is similar to
that of Quiksee [15] but differs in that they used a hand-held
camcorder and an offline processing pipeline. Their method
requires manual spatial registration (as camcorders lack gyro-
scopic sensors) and does not model the geometry of the scene.
Quiksee has since been acquired by Google Inc. and no pub-
lished information is available on their method.

Early mobile robot navigation systems such as those proposed
by Ishiguro [10] and Yagi [25] utilized omnidirectional cam-
era systems combined with odometry measurements to recon-
struct environments for mobile robot navigation. Taylor [21]
also estimated camera position and environment geometry
from video data. Their approach required the user to specify
several point-and-line correspondences in key-frames of the
omnidirectional video, whereas our method requires users to

mark each wall corner once in an interactive panorama of the
room. The visual SLAM and computer vision communities
have developed automatic approaches [6, 7, 19, 4, 20] to re-
construct indoor scenes from images. While computer vision-
based 3D reconstruction has demonstrated potential, we avoid
explicit reconstruction with computer vision as it tends to be
brittle, computationally expensive and does not work well on
texture-poor surfaces, e.g. painted walls, which dominate in-
teriors. SLAM-based reconstruction has been shown to work
on smartphones by Shin et al. [18] who used sensor data to
model indoor environments. Their approach is restricted to
modeling only corridors while our method describes rooms,
their volumes and also presents an interactive visualization
of the space. A Manhattan-world assumption was employed
by Kim et al. [11], to acquire indoor floor plans in real-time.
Their approach is hardware-intensive, requiring the user to
carry a Kinect camera, projector, laptop and a special input
device while capturing data around the house.

The recent shift of imaged-based systems to the mobile phone
platform is exemplified by the mobile Photosynth applica-
tion [14] that creates panoramic images in real-time on a
smartphone. MagicPlan [17] is a commercial floor plan gen-
eration app available for the iPhone. By marking floor corners
in the room via an augmented reality interface, their system is
able to estimate dimensions of the room and generate a cor-
responding floor plan. While their algorithms are proprietary
and unpublished, they likely estimate and use the height of
the observer (in this case the phone camera) and the tilt of the
camera to estimate scene depth. By estimating depth in this
manner, MagicPlan is able to capture non-Manhattan world
scenes. This approach is susceptible to error when floor cor-
ners are occluded by furniture, requiring the user to guess
at their positions. Our approach uses wall edges (the lines
formed where two walls meet), which typically run from floor
to ceiling and are often visible in rooms regardless of furni-
ture placement and other occlusions. MagicPlan reconstructs
rooms individually and then has a user manually assemble
them to form a complete floor plan, whereas in our approach,
we solve for correspondences between rooms and assemble
the entire floor plan automatically. Finally, the augmented
reality approach employed by MagicPlan is quicker and al-
lows users to mark floor corners and doors in a single step. In
contrast our two-step approach requires users to first capture
imagery of the room and thereafter mark room features over
the captured imagery. However, MagicPlan focuses solely on
floor plan generation, whereas our goal is to produce a sense
of virtual presence, to which end we use the captured im-
agery to visually reconstruct an immersive tour of the scene.
A comparison of floor plans generated by both the approaches
is presented in the results section.

APPLICATION OVERVIEW

This section describes the function of our application at a
user-level. Our application is implemented on an iPhone 4,
running i0OS 5.1. However, the technique is designed to work
on any device that is equipped with a camera, gyroscope, ac-
celerometer and magnetometer; features that are now stan-
dard in the latest smartphones and tablets. We encourage
readers to view the accompanying supplementary video [3]
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Figure 3: By tapping on the motion arrow, the user may move between rooms

in order to gain a better understanding of the application’s in-
terface. The basic steps in the approach are outlined below
and in Figures 1,2 & 3:

1. Data acquisition: (Figure 1a) To capture a room, the user
stands near the center of the room, holding the phone up-
right and aiming the phone camera at a wall. He/she then
proceeds to rotate 360° to capture a video of the entire
room. The application automatically detects when a full
rotation has been completed and prompts the user to turn
and face the next room. Once in position, the user indicates
that he/she is ready to move to the next room by perform-
ing a swipe up gesture and subsequently proceeds to walk
to the next room. Our system records this transition as a
video. On reaching the center of the next room, the user
performs a swipe down gesture and begins to capture the
current room. The same process is repeated for every room.
If aroom is re-visited, the user has an option to indicate this
in the interface. Captured rooms appear as thumbnails on
the bottom of the screen.

2. Interactive Tour Playback: (Figure 1b) Once capture is
complete, the user can instantly view a virtual tour of the
scene. For each room, the system generates a 360° video
panorama, in which the user may pan left of right to explore
the scene (Figure 2). The user is afforded two modalities to
interact with the panorama. They may drag left or right on

the touchscreen or physically move the device in 3D space
to ‘look around’ the room, in a manner reminiscent of mo-
bile virtual/augmented reality applications [16, 23]. When
a door appears in the users current field of view, a motion
arrow [8] appears on the screen, indicating that there is a
path leading to an adjacent room. Upon tapping the ar-
row, a transition video is played back giving the user the
effect of ‘walking’ into the next room (Figure 3). At the
end of the transition, the system presents the 360° video
panorama of the current room, wherein the user may once
again explore interactively.

. Embedding Close-up Images and Text: The user has

the ability to embed close-up photographs and text in the
scene, during playback. To add an embedded object, the
user double taps a point of interest on the screen. This in-
stantiates a modal dialog that prompts the user to take a
high-resolution photograph of the point of interest and op-
tionally add some descriptive text. Upon completing this
task and closing the dialog, the user is returned to the tour
and the embedded object now appears as an icon overlaid
on top of the panorama. The icon is positioned at the lo-
cation where the user originally performed the double tap
gesture and is pinned to that location as the user pans the
panorama left or right. Tapping the icon spawns a modal



popup that shows the hi-res photo along with the annota-
tion text. The embedded objects are saved along with the
virtual tour data for future viewing.

4. Marking Room Features: In playback mode, the user can
mark room features such as wall edges (where two walls
meet) and doors via an intuitive touch interface. To mark
a wall edge the user first brings the edge into view by pan-
ning left or right in the panorama. Once the edge is visible,
the user drags a marker to align with the room corner in the
image. Similarly, doors are indicated by placing two mark-
ers on the extremities of the door. Note that each door is
visible from both the rooms that it connects. This door cor-
respondence is also specified by the user, (i.e., which room
does a specific door lead to), by tapping the appropriate
room thumbnail.

5. 2D Floor Plan: (Figure 5c) An optimization algorithm
uses the corner and door information and other room con-
straints to generate a 2D floor plan of the space. Alignment
errors in the reconstructed floor plan can be manually cor-
rected via a touch interface. To fix an alignment error, the
user first taps a wall that requires re-alignment and next
taps a wall to which the previously selected wall should be
aligned. The walls can be in the same room or different
rooms, but they must be parallel. The floor plan is ren-
dered as a top-down map of the environment and indicates
the users current position in the tour.

6. 3D Floor Plan: (Figure 5d) We extrude the 2D floor plan
vertically and render a 3D model of the scene. The 3D
rendering can be manipulated via the touch interface and
users can explore novel views of the environment (e.g., a
45° bird’s-eye view).

SYSTEM COMPONENTS

Spatial Video Indexing

Indexing video spatially with camera pose information is a
simple yet effective method of creating an interactive view-
ing experience [12]. During playback, by interactively se-
lecting a desired viewpoint and viewing direction, we can
retrieve the closest view from the previously captured video
sequence. Interactive video playback has advantages over a
traditional composited panorama in that it captures dynamic
exposure changes and motion in the environment, which are
essential to the richness and realism of the visualization [24].
However, the disadvantage of using a video sequence is the
inability to zoom-out. While the idea of spatial video index-
ing has been explored before [21, 24], we present a few novel
developments that help adapt it to a smartphone.

Calculating Camera Pose:

The on-board gyroscope on the iPhone 4 provides fine-
grained information about the angular velocity of the device;
however integrating this data to calculate relative orientation
results in drift and requires calibration. The accelerometer
and magnetometer conversely provide more reliable orienta-
tion information, but at a lower resolution and refresh rate.
We use a simple sensor fusion approach to calculate pose by
combining data from the gyroscope, accelerometer and mag-
netometer as follows. The rotation rate of the device around

three axes is obtained by querying the gyroscope at regular
intervals. The major axis of rotation is determined by query-
ing the accelerometer to determine the direction of gravita-
tional acceleration and hence the device orientation (portrait
v/s landscape). Once the major axis is known, we bootstrap
the camera pose with the actual orientation of the device rela-
tive to true north, as obtained from the magnetometer. There-
after current orientation is determined as follows:

etG _ etG_l + At x wmajoraxis (1)

Where 0 represents current device orientation, as calculated
by adding the delta change in orientation At x majorazis
to the last known orientation § ;. This value is updated at
approximately 100Hz, but suffers from gyroscopic drift of as
much as £10° in a full 360° rotation. We then spatially index
the current image with the calculated device orientation value.

Countering Gyroscopic Drift:

In order to counter gyroscopic drift, we rely on the magne-
tometer to inform us when a full 360° rotation has been com-
pleted. While the intermediate magnetometer readings are
noisy and not useful for updating device orientation, we have
found that the resolution is sufficient to indicate when a rota-
tion has been completed. Once we know that the rotation is
complete, we can close the “gap” caused due to drift. For this
we use the initial and current gyroscopically calculated orien-
tation values and eliminate the drift by uniformly distributing
it across the entire rotation.

User Interaction to Mark Room Elements

Once the video and orientation data have been captured, the
tour is played back interactively. The playback interface is
similar to previous work such as Street View [1] and Video-
Plus [21] which allow the user to interactively pan within a
‘viewing bubble’ and branch to different bubbles at decision
points.

During playback, we also present an interface to mark room
elements such as corners and doors. In this interface the user
is presented with a draggable marker which they can place
over the current image to indicate the presence of a corner or
door. Marking a corner requires only one marker, whereas
marking the extremities of a door requires two. The relative
heading of each marker is calculated from the indicated x-
coordinate of the marker within an image, by the following
equation:

emarker = etG + fov/wimg X (Pmarker - wzmg/z) (2)

The spatial index, 6, of the image on-screen corresponds to
the heading of the center of the image. The one-dimensional
pixel-offset of the marker from the center of the image
of width w4 is calculated by subtracting the position of
the center pixel, w;m4/2, from the position of the marker,
Pprarker- The pixel-offset is then converted into a heading-
offset by multiplying by the field of view of the image, fov,
and dividing by the total pixel width, w;,,,. Finally, the es-
timated heading of the marker, 6,4 ke, 1S determined by
adding the heading offset to the current spatial index, 6.
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Figure 4: Floor plan reconstruction algorithm: (a) Top-down view of the scene showing the corner rays (dotted green) emanating
from the camera. P is unit distance from camera along first ray. (b) Hypothesized wall at angle «; intersects second ray at Ps.
(c) The next wall is rotated 90 degrees, and intersects at P5. (d) Incorrect hypothesis results in a distance error d between first

and last points. (¢) Optimal wall configuration with starting wall angle a2, minimizes d.

During tour playback, the following equation (2) is used to
calculate position, Pfeqture, Of a feature with a known head-
ing 6 fcqture Within an image.

Pfeature = wzmg/2 + wimg/fov X (efeature - etG) (3)

This allows us to embed UI elements such as motion arrows
and annotations into the scene.

Floor Plan Generation

Computing Room Geometry:

We treat the marked corners and doors as rays emanating
from the camera center and reconstruct the room geometry
that fits the given set of rays (as shown in Figure 4), based on
the following assumptions. First, we assume that the scene
satisfies the Manhattan world assumption, i.e., the walls are
planar and the room corners are right-angled. Many architec-
tural scenes approximately fit the Manhattan World assump-
tion, and it has previously enabled very high quality recon-
struction results across a wide range of scenes [7]. We also as-
sume that the camera is located in a position within the room
from which all corners are visible, or if this is not possible,
that the user is able to estimate and mark the location of oc-
cluded room features. Finally, we assume that the corner ray
directions are determined from the spatial indexing data, as
described in the previous section.

Search Algorithm:
Our search algorithm over the possible room configurations
is described below and in Algorithm 1.

Without loss of generality, assume the camera is located at
the scene origin, and the first room corner is at unit distance
from the origin (we solve for the room only up to scale). Now
suppose we also specify the orientation « (relative to the first
corner ray) of the first wall. Under the Manhattan World As-
sumption, the orientations of all other walls are determined
(since they meet at right angles). It also turns out that their
lengths can also be inferred from the known corner ray direc-
tions (as we will describe shortly). The approach works as
follows. Let P; be the point at unit distance from the origin

Algorithm 1 Calculating optimal wall configuration

—_

: Py = Origin

: P = Unit distance from F, along the first ray

: N = Number of corners

minDistance = MAX_FLOAT

: for « = 0 — 360 step 0.5 do

fori =2 — N do
6, = direction of i*"* corner > from (2)
P, « intersect(P;—1, a+ (i —1) x 90, Py, 6;)

end for

distance = getDistance(Py, Py)

11: if distance < minDistance then

12: minDistance < distance

13: minAngle < angle

14: end if

15: end for

16: Return minAngle

PN R

_
SN

along the ray direction of the first corner (Figure 4a). The
intersection of the ray from P, at angle o with the ray from
the origin along the ray direction of the second corner defines
the position P, of the second corner in the room (Figure 4b).
Rotate 90 degrees and repeat this procedure to intersect the
ray from P» with the ray from the origin along the direction
of the third corner to define Ps(Figure 4c), and so on. This
procedure will place all of the corners in the plane. The key
insight is that for the correct value of «, the final ray from
Py should intersect Py (Figure 4e), assuming N corners. An
incorrect value of o will generally not satisfy this criterion
(Figure 4d). Our approach is therefore to do an exhaustive
search over all angles (0 - 360, sampled at 0.5 degree incre-
ments), to solve for an « that yields the closest intersection
with P; (see Algorithm 1). Our algorithm finds an optimal
solution in O(Nd) running time where N is the number of
corners in the room and d is the number of angles sampled in
our search.

Note that in Algorithm 1, intersect(Pa, 64, Pp, 0p) finds
the intersection point of two lines A and B defined in point-
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Figure 5: Stages of solving floor layout.

slope form and get Distance(P4, Pg) calculates the distance
between points P4 and Pp in a euclidean space.

Aligning Rooms:

Since our goal is to generate a complete floor plan of an in-
door scene, we must calculate relative positions and orienta-
tions of rooms to each other. We make an initial best guess
with the help of some approximate odometry. If we assume
that the user walks at a constant pace between rooms during
capture, we can estimate relative positions of rooms, using the
user’s movement direction and length of the transition video
sequence. However this method is prone to error (as is seen
in Figure 5a) due to the fact that users may move with a non-
uniform velocity and change direction mid-flight.

We can more accurately calculate relative room positioning
by using the supplied door rays. Once the walls have been
calculated via Algorithm 1, we can find the projected co-
ordinates of the door by intersecting the door rays with the
walls. Since each door is visible from exactly two rooms (as
indicated in the interface by the user), we can proceed to cal-
culate a 2D rigid body transformation, to align them. The
transform is written as:

X ¢ —s\ [z t
= NEE “)
Yi s ¢ Ys ty
Here ¢, s, t, & t, are unknowns; by substituting the values
of corresponding doors in two rooms, we can solve for the
transformation that correctly aligns the doors, and hence also

aligns both rooms. The matrix equation can be solved by
standard least squares fitting methods.

We solve for the transformations between every pair of con-
nected rooms and are able to generate a complete floor plan as
shown in Figure 5b. This intermediate solution still contains
errors, such as misaligned walls and incorrectly scaled room
dimensions. The errors are caused due to several factors; gy-
roscopic drift not being eliminated completely, human error

in marking room features (typically off by a few pixels), error
due to discretization of the search angle « and the fact that the
physical walls may not be perfectly axis aligned. There may
also be error caused due to parallax as the user may slightly
move the camera center while capturing the scene.

To alleviate errors, we allow users to manually correct wall
alignment using a simple touch interface, as described in the
Application Overview section. The end result of this process
is depicted in Figure 5c, which more accurately describes the
room layout in the house. In this particular example, five cor-
rections were required to produce the final result.

3D Rendering

3D reconstructions of a scene allow for generating novel
views and a more immersive spatial visualization. Once we
have a suitable 2D floor plan rendering, we extrude it verti-
cally and render a floor plane to obtain a representative 3D
model of the environment as shown in Figure 5d. To provide
the user with additional spatial context, we render a small
camera frustum that represents their current position and ori-
entation in the tour.

RESULTS AND DISCUSSION

We tested our application in four indoor environments. For
each environment we generated an interactive visual tour and
floor plan. The resulting tour experience has been described
previously in the Application Overview section and a demon-
stration of the interface is available in the supplementary
video [3]. In this section we will present the results of floor
plan generation.

Recovering Individual Room Geometry

In Figure 6 we present the results of individual room re-
construction by our approach and that of MagicPlan. Since
our floor plan reconstruction is not to scale, for the overlay
we manually scale and register our result over ground truth.
Room 1 took 1 minute and 12 seconds to capture with our
approach (44s capture + 28s marking room features) and 53
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Figure 6: Room geometry recovered by our approach (red) and by MagicPlan (green), when overlaid on ground truth (blue)

seconds to capture with MagicPlan. Room 2 took 1 minute
and 34 seconds with our approach (46s capture + 48s marking
room features) and 1 minute and 4 seconds with MagicPlan.
The running time for both reconstruction algorithms was neg-
ligible. Our image capture time remains roughly the same
regardless of room configuration, but more complex rooms
require longer to mark room features. While the total time
taken by MagicPlan is less, our approach also captures im-
agery of the room for creating an immersive visual tour ex-
perience, whereas MagicPlan outputs only a floor plan. The
examples in Figure 6 show that our approach is able to cap-
ture the shape of the room with similar accuracy to Magic-
Plan. Note, however that our reconstruction does not provide
metric scale, while MagicPlan does.

Generating Floor Plan Layout
In Table 1 and Figure 7 we present results from four indoor
environments:

Features No. of | Total Time || Error
Env. Type | R C D | Frames Taken (%)
A House | 5 26 4 1356 7m16s 5.66
B House | 6 42 5 2107 9m42s 13.38
C House | 5 26 5 1571 8m40s 8.76
D Office | 7 28 6 3422 12m35s 13.98
| Avg. || \ \ | om33s [ 1045 |

Table 1: Experimental results for four environments tested.
(Legend: R = Rooms, C = Corners, D = Doorways)

The reconstructed floor plans for each environment are shown
in Figure 7, along with manually measured ground truth.
Some reconstruction errors can be observed in environments
(A) and (D), where an individual room has been misaligned.
In environment (C) our system approximates a bay window to
be flat, in accordance with the Manhattan-world assumption.
We calculate a measure of reconstruction error from the over-
lay, as the ratio of area incorrectly reconstructed (sum of both
overestimated and underestimated areas) to the total ground
truth area. The results indicate that our system is able to re-
construct the dimensions and overall floor plan of an indoor
scene with an average error of 10.45% for the environments
tested. Aside from the previously mentioned failure cases, the
floor plan correctly captures the shape, relative position and

orientation of most rooms. This meets our goal of capturing
an accurate layout that is useful for the purposes of visualiza-
tion and navigation in the interactive tour.

CONCLUSION AND FUTURE WORK

We presented a novel end-to-end system to capture and re-
construct indoor scenes for the purpose of creating an inter-
active visual tour. While there is a large body of prior work
in this area, our system is the first to allow casual users to
quickly and easily create immersive tours on a smartphone.
Our method also enables the creation of indoor floor plans
and 3D renderings of the scene, without the need to remove
furniture or physically measure the environment. In order
to achieve our design goals, we have devised a data capture
framework, an interactive photogrammetric modeling scheme
and an indoor floor plan generation algorithm, designed to run
independently on a commodity smartphone in real-time.

While the floor plan generation algorithm is currently unable
to model curved walls or non right-angled corners, we believe
that the system is sufficient to capture a qualitative sense of
most indoor environments.

Several aspects of this system may be improved upon in fu-
ture work. A hand-held device is susceptible to shake and
the resulting imagery is sometimes motion blurred. The gy-
roscope data from the non-major axes can be used to select
frames with minimal shake, thus stabilizing the image data.
Another improvement would be to better model complex in-
door scenes that contain non-Manhattan world elements. One
approach would be to use computer vision techniques to esti-
mate the depth of room features to assist the floor plan gener-
ation algorithm. The creation of more detailed 3D renderings
of the scene can be enabled by adding textures to the walls
and modeling furniture and other items within a room. Fi-
nally, to enhance the effect of immersion, it should be possi-
ble to capture aspects of physical interaction in the scene, for
example operating appliances or turning on/off light switches.
These can be captured with our video-based approach but re-
quire explicit modeling to incorporate them into the interac-
tive tour.

We believe that real estate is perhaps the most compelling ap-
plication for our system. Realtors and homeowners can use
our smartphone application to generate tours and floor plans
of houses without the need for any extra equipment. Mapping
is another compelling application area. Commercial map-
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Figure 7: Side-by-side comparisons of floor plans generated by our system to ground truth

ping services such as StreetView [1] and Bing Maps [13] are
increasingly incorporating indoor maps into their products.
Small-business owners or other operators can use our sys-
tem to create immersive tours of their establishments (cafés,
restaurants, hotels, etc.) and share them with customers
through such mapping services. Aspects of our approach may
also be useful for other applications, in particular, the floor
plans can be used to bootstrap systems for indoor localiza-
tion (e.g., in a mall) and mobile robot navigation. Finally,
the interactive tours give a sense of virtual presence, allow-
ing individual users to share their experience of a space with
friends and family.

With almost half (49.7% [22]) of U.S. mobile subscribers
now owning smartphones and similar rising trends across the
world, we believe that our method will enable casual users to
capture, visualize and reconstruct of a wide variety of inter-
esting indoor scenes, from homes and offices to museums and
heritage sites.
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