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Abstract

We present an algorithm that takes a single frame of a person’s face from a depth camera, e.g., Kinect, and produces a high-resolution 3D mesh of the input face. We leverage a dataset of 3D face meshes of 1204 distinct individuals ranging from age 3 to 40, captured in a neutral expression. We divide the input depth frame into semantically significant regions (eyes, nose, mouth, cheeks) and search the database for the best matching shape per region. We further combine the input depth frame with the matched database shapes into a single mesh that results in a high-resolution shape of the input person. Our system is fully automatic and uses only depth data for matching, making it invariant to imaging conditions. We evaluate our results using ground truth shapes, as well as compare to state-of-the-art shape estimation methods. We demonstrate the robustness of our local matching approach with high-quality reconstruction of faces that fall outside of the dataset span, e.g., faces older than 40 years old, facial expressions, and different ethnicities.

1. Introduction

Acquiring high-detail 3D face meshes is challenging due to the highly non-rigid nature of human faces. High-detail reconstruction methods currently require the subject to come to a lab equipped with a calibrated set of cameras and/or lights, e.g., multi-view stereo approaches [6, 7, 11], structured light [32], and light stages [1, 2, 16]. For many applications, however, we would like to enable scanning capabilities anywhere. Indeed, the proliferation of depth cameras can potentially allow shape capturing even in the comfort’s of one’s home. For example, KinectFusion [28] allows high quality capture by moving a depth camera around the subject. However, it requires the subject to stay still (with the same facial expression) during the capturing session.

In this paper, we demonstrate that a high quality shape can be captured from a single depth view. Most single view methods use as input only the intensity or color information and are thus prone to gauge and bas-relief ambiguities [23]. Recently, [31, 10] have shown impressive face tracking and re-targeting results from Kinect input. The reconstructed shape, however, typically lacks details, since it is assumed to be in a linear span of the scans used to create a morphable model [9, 4]. Instead in this paper, we choose a single best database mesh per facial part, and then merge the individual parts, rather than assuming that the shape is spanned by a database. This enables high-detail shape reconstructions. In Fig. 1 we show example results that were automatically produced by our algorithm.

The key idea of this work is that while a single depth frame of a person’s face is extremely noisy and low resolution, it still encodes metric information about the person’s underlying facial features. Our approach is to leverage a large dataset of 3D face scans (1204 meshes of distinct Caucasian individuals, with age ranging from 3 to 40) for hallucination of a new 3D shape. We are inspired by texture synthesis approaches that leverage a large number of photos to fill in missing parts in a new photo [19]. However, instead of working with photos, we propose an approach that finds similarities between a depth image and
The paper is organized as follows. We begin by describing our full reconstruction approach, which we call 3D Hallucination, in Sec. 2. In Section 3 we define and evaluate our distance function that was used to match a Kinect frame to the database. In Section 4 we describe the dataset, and compare to ground-truth data and related methods.

2. 3D Hallucination

In this section, we describe our complete approach that takes as input a single RGBD frame of a person’s face and outputs a high-resolution 3D mesh of the input face. We are given a large dataset of high-resolution 3D face meshes (just the mesh, without texture), captured in a neutral expression. Examples of high-resolution meshes are shown in Fig. 3. All the meshes in the dataset have been put into dense correspondence using [3]. Further, the aligned database meshes are averaged to produce the generic mesh $G$. Finally, we define five facial areas on $G$ and, using the dense correspondence, propagate the areas to the database meshes.

Our approach is as follows. We first align the input RGBD frame to the generic mesh $G$. Then the input depth is divided into five facial parts via the alignment, and each facial part is matched independently to the dataset resulting in five high-resolution meshes. Finally, the matched meshes are combined with the input into a single mesh to produce the output. Fig. 2 illustrates all these steps. Below, we describe each of the steps in detail.

2.1. Aligning a single depth frame to the database

Given a single RGBD frame of a person’s face in neutral facial expression, we first detect the face and 83 fiducial points. Any facial landmark detection method can be applied on the RGBD [14, 12] or depth image [15]. We use the software of Face++ [20]. Out of the 83 points, 19 are on the silhouette of the face, and the rest are on the internal part of the face. We use the internal facial points for rigid pose alignment via Procrustes analysis [17] and then all 83 points for dense alignment to the generic mesh $G$ [3]. We obtain point-to-point correspondence between the depth frame and the generic shape, producing a deformed generic mesh $G'$ which minimizes the difference to the depth frame. With the 83 points, all the faces in our data set are warped using [29] so that their global shapes are deformed to match the input depth image better. We define five facial parts on the input depth image based on the correspondence to the generic mesh. The five facial parts correspond to eyes, nose, mouth, left cheek, and right cheek as illustrated in Fig. 2.

2.2. Part-based matching to the database

The next step is to match each of the five facial parts in the input frame to the database. Prior to the matching process, we apply a curvature flow smoothing method [13] that preserves the low-frequency shape while smoothing out the noise.

Each of the five facial parts is then matched to the database using our distance function. The distance is a weighted combination of pseudo-landmarks and histograms of azimuth and elevation components of the surface normals, following [25, 5]. The distance function is described in detail in Sec. 3. The matching process results in five high-resolution meshes that are retrieved from the database. Each mesh matches to a different part of the input face.

2.3. Merging the matches

Once we get the five matches, the vertex normals are copied to replace the original normals of deformed generic shape $G'$, part by part. Our query mesh can have hair while the high-resolution 3D head models do not. For each vertex $V$ in the face region, using the nearest triangle $\triangle ABC$ in $G'$, the normal vector of $V$ can be interpolated as the weighted combination of the normal directions of $\triangle ABV$, $\triangle VBC$ and $\triangle VCA$. For the hair region, the original normals are kept. After we compute new normals for each vertex in the face region, we fuse the depth from the Kinect frame and the new normals together using the method of [27]. Then fine details on the facial part are transferred to the input face, but the hair style is kept.

2.4. Facial expressions

The above process produces a high-resolution mesh of the input face from a single noisy Kinect frame. While the focus of this work is on neutral faces, we further show that...
it is possible to produce high-resolution meshes of facial expressions using the same approach. It is challenging to acquire a database of high-resolution meshes of many distinct individuals making a large number of facial expressions. Instead, we show that given a single RGBD frame of a person in neutral expression and another frame that captures a facial expression, our approach can output a high-resolution expression mesh.

Specifically, we retrieve five matches from the database using the neutral input as described in 2.1 and 2.2, and then include the expression depth frame in the merging process. Each of the five database meshes are deformed towards the expression frame as in 2.1, and then we execute exactly the same merging process as in 2.3.

3. Similarity function

In this section we describe our similarity function. It is used to match each of the five facial parts of the input depth frame to the corresponding parts of the database meshes. The similarity function is a weighted combination of pseudo-landmarks and histograms of azimuth-elevation components of the surface normals.

**Pseudo-landmarks.** To obtain pseudo-landmarks we sample the Kinect shape and each of the database meshes (which are at that stage in dense correspondence) following [25]. First, two anatomical landmarks (the sellion and chin tip), are computed and two base horizontal planes are computed through these points. Then, \( m \) parallel planes are computed between the two base planes, each sampled by \( n \) points. We chose \( m = 33 \) and \( n = 35 \) for a total of 1,225 points, for mesh size of 19,033 vertices. Additional details are described in the evaluation part below. Once pseudo-landmarks are estimated, the distance per database mesh \( j \) is defined as

\[
D_{\text{pts}}^j = \sum_{i=1}^{(m+2)n} ||P_i^j - P_i^{\text{input}}||^2
\]

where \( P_i^j \) is an \( \text{xyz-coordinate of a pseudo-landmark.} \)

**Histograms of azimuth-elevation.** We also compute distances between surface normals, as follows. Given the surface normal \( \vec{n} = (n_x, n_y, n_z) \) at a point, the azimuth angle \( \theta \) is defined as the angle between the positive \( x \)-axis and the projection of \( \vec{n} \) to the \( xy \) plane. The elevation angle \( \phi \) is the angle between the \( z \)-axis and \( \vec{n} \):

\[
\theta = \arctan\left(\frac{n_y}{n_x}\right), \quad \phi = \arctan\left(\frac{n_y}{\sqrt{n_x^2 + n_z^2}}\right)
\]

with \( \theta \in [-\pi, \pi], \phi \in [-\frac{\pi}{2}, \frac{\pi}{2}] \). Histograms are useful to determine the “flatness” and the dominant orientation of a surface patch. We calculate a \( 32 \times 32 \) histogram for each facial component, and define the distance as the \( \chi^2 \)-distance between the histograms

\[
D_{\text{normals}} = \chi^2(H^j, H^{\text{input}}).
\]

**Combined distance.** The combined distance for a single facial part is then defined as

\[
D = D_{\text{pts}} + \alpha D_{\text{normals}}
\]

The parameter \( \alpha \) is chosen per facial part according to our evaluation experiment in Section 4.2. The cheek area typically has less variation in surface normals across points and thus has a small \( \alpha = 1 \); the mouth has higher normal variation and thus \( \alpha \) will be larger (\( \alpha = 10 \)). We chose \( \alpha = 4 \) for the eye area and \( \alpha = 2 \) for the nose area.

4. Experiments

Below we describe the details of our data, our implementation, and our results.

4.1. Implementation and data details

We used a Microsoft Kinect to capture the inputs in resolution \( 640 \times 480 \); the face part of the frame was about \( 100 \times 100 \). The database includes meshes of 1204 distinct Caucasian individuals, ages 3-40 obtained by a 3dMD digital stereophotogrammetry system. The database does not include texture or color information due to privacy. Each mesh includes 15K-20K vertices. Subjects all face forward, have a neutral expression, and wear caps to remove hair occlusions. Meshes are cleaned by trained personnel and 15 anatomical facial landmarks were manually labeled by a single trained expert. Figure 3 shows examples of 3D meshes produced by the 3dMD system. The landmarks are used to register all the meshes to each other using [3].

![Diagram](image-url)
The experiments were run on an Intel Xeon 2.67GHz/2.66GHz CPU, 16GB RAM in Windows Server 2008 R2 64bit environment. For a typical result mesh of 15K vertices, the running time was 92.16s, with 1.2s for preprocessing (finding fiducial points, rigid alignment), 83.4s for non-rigid registration, 7.16s for retrieval (calculating features for the input, warping all the faces, finding the best matching parts), and 0.4s for merging. The non-rigid registration part (90% of the running time) could be replaced with a real-time registration method [33, 22].

4.2. Evaluation of similarity function

To evaluate our similarity measure we tested it with seven ground-truth meshes \((S_1 - S_7)\). We included the ground-truth meshes in the database, and retrieved the best mesh per facial part. The inputs were Kinect depth images of the corresponding people. We compared pseudo-landmarks and azimuth-elevation histogram contributions at different resolutions as well as our final combined similarity distance. For each person, we obtained the ranking of the ground-truth in the retrieval results (lower is better). Note that the ground-truth meshes and Kinect inputs are not exactly the same, since the facial expression of the person may slightly change between the two captures. Tables 1, 2, 3, and 4 show the rankings for nose, cheeks, mouth and eyes areas respectively. Most of the cases show that increasing the resolution of pseudo-landmarks does not improve the retrieval result. As shown in Tables 1 and 2, the similarity function using the combined features worked extremely well on retrieving based on similarity of the nose and cheeks. For the nose, two individuals were returned as best matches, two others as second best, and another as third best (out of 1204 + 7 = 1211). For the cheeks, the similarity function with combined features returned the correct individuals with rankings of five through 68. The mouth region proved to be a little more difficult with the correct individuals achieving rankings from 1 to 229. The eyes were the most difficult with rankings from 12 to 482. We note that the eyes are the worst part of the Kinect depth frames, often not showing up well at all. Most of the obtained rankings were in the top 10% of the 1211 possible individuals in the expanded database. We test the five similar parts for input examples in Fig. 4. Note that while matching of 3D meshes is a widely studied research area [21, 8], there is no prior work on matching a noisy depth frame to high resolution meshes.

Table 1. Ranking from our distance function on the nose region.

<table>
<thead>
<tr>
<th>Dist.</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pts 35x35</td>
<td>157</td>
<td>2</td>
<td>809</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>58</td>
</tr>
<tr>
<td>Pts 65x65</td>
<td>157</td>
<td>2</td>
<td>813</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>38</td>
</tr>
<tr>
<td>A-E hist</td>
<td>24</td>
<td>7</td>
<td>1</td>
<td>33</td>
<td>99</td>
<td>238</td>
<td>9</td>
</tr>
<tr>
<td>Combined</td>
<td>14</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>14</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2. Ranking from our distance function on the cheek region.

<table>
<thead>
<tr>
<th>Dist.</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pts 35x35</td>
<td>17</td>
<td>64</td>
<td>88</td>
<td>64</td>
<td>49</td>
<td>3</td>
<td>89</td>
</tr>
<tr>
<td>Pts 65x65</td>
<td>17</td>
<td>76</td>
<td>83</td>
<td>70</td>
<td>47</td>
<td>3</td>
<td>83</td>
</tr>
<tr>
<td>A-E hist</td>
<td>229</td>
<td>98</td>
<td>47</td>
<td>314</td>
<td>334</td>
<td>11</td>
<td>38</td>
</tr>
<tr>
<td>Combined</td>
<td>12</td>
<td>16</td>
<td>6</td>
<td>68</td>
<td>22</td>
<td>5</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 3. Ranking from our distance function on the mouth region.

<table>
<thead>
<tr>
<th>Dist.</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pts 35x35</td>
<td>229</td>
<td>408</td>
<td>441</td>
<td>73</td>
<td>22</td>
<td>619</td>
<td>342</td>
</tr>
<tr>
<td>Pts 65x65</td>
<td>227</td>
<td>382</td>
<td>478</td>
<td>90</td>
<td>22</td>
<td>581</td>
<td>276</td>
</tr>
<tr>
<td>A-E hist</td>
<td>27</td>
<td>108</td>
<td>1</td>
<td>119</td>
<td>17</td>
<td>95</td>
<td>262</td>
</tr>
<tr>
<td>Combined</td>
<td>20</td>
<td>94</td>
<td>1</td>
<td>60</td>
<td>2</td>
<td>83</td>
<td>229</td>
</tr>
</tbody>
</table>

Table 4. Ranking from our distance function on the eyes region.

<table>
<thead>
<tr>
<th>Dist.</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pts 35x35</td>
<td>92</td>
<td>57</td>
<td>543</td>
<td>43</td>
<td>102</td>
<td>351</td>
<td>475</td>
</tr>
<tr>
<td>Pts 65x65</td>
<td>90</td>
<td>67</td>
<td>544</td>
<td>56</td>
<td>103</td>
<td>395</td>
<td>429</td>
</tr>
<tr>
<td>A-E hist</td>
<td>184</td>
<td>617</td>
<td>484</td>
<td>713</td>
<td>334</td>
<td>11</td>
<td>231</td>
</tr>
<tr>
<td>Combined</td>
<td>47</td>
<td>226</td>
<td>482</td>
<td>210</td>
<td>75</td>
<td>12</td>
<td>75</td>
</tr>
</tbody>
</table>
Figure 4. Similar parts that were retrieved using our approach. Photo shown only for reference.

Figure 5. Comparison to ground-truth and KinectFusion [28].

Kinect depth as shown in Fig. 7. Note that facial details are not captured with the generic model but appear once the database is used, as shown in Fig. 8.

4.4. Additional results

Fig. 9 shows reconstructions of facial expressions from a single Kinect frame (given a neutral face frame). Fig. 10 shows additional results, most of which did not have a ground-truth mesh. However, it is interesting to observe that the facial shape is reconstructed very well even though some of the people are not in the age span of the database or have a different ethnicity. The method is invariant to imaging conditions (light, pose) since the reconstruction is done based on depth-to-mesh matching and does not use the color channels.

5. Conclusion

In this paper, we described our approach for reconstruction of a high-quality 3D face mesh from a rough, noisy, low-resolution single Kinect depth frame. We leveraged a large dataset of high-resolution meshes of distinct individuals. Within that method, we have defined and tested a similarity measure that uses a linear combination of pseudo-
landmark points and an azimuth-elevation angle histogram to retrieve parts of dataset faces that are most similar to the semantically equivalent parts of the query face. Our key contribution is to show that extremely simple part-based matching to a large set of faces enables the creation of remarkably accurate high-resolution meshes of novel people from noisy single-frame input. The resultant meshes can be further used for facial expression modeling, as we also demonstrated.
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