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Abstract—This paper presents a novel approach for estimating the parameters for MRF-based stereo algorithms. This approach is

based on a new formulation of stereo as a maximum a posterior (MAP) problem in which both a disparity map and MRF parameters are

estimated from the stereo pair itself. We present an iterative algorithm for the MAP estimation that alternates between estimating the

parameters while fixing the disparity map and estimating the disparity map while fixing the parameters. The estimated parameters include

robust truncation thresholds for both data and neighborhood terms, as well as a regularization weight. The regularization weight can be

either a constant for the whole image or spatially-varying, depending on local intensity gradients. In the latter case, the weights for

intensity gradients are also estimated. Our approach works as a wrapper for existing stereo algorithms based on graph cuts or belief

propagation, automatically tuning their parameters to improve performance without requiring the stereo code to be modified. Experiments

demonstrate that our approach moves a baseline belief propagation stereo algorithm up six slots in the Middlebury rankings.

Index Terms—Stereo matching, parameter setting, Markov Random Fields.

Ç

1 INTRODUCTION

STEREO matching has been one of the core challenges in
computer vision for decades. See [1], [2] for an excellent

survey and evaluation of the current state of the art. Many of
the current best-performing techniques are based on Markov
Random Field (MRF) formulations [3] that balance a data
matching term with a regularization term and are solved
using graph cuts [4], [5] or belief propagation [6], [7]. (For a
comparative study of these MRF methods and source code,
see [8].) Virtually all of these techniques require users to set
hand-tuned parameters, e.g., regularization weight, by trial
and error on a set of images. In this paper, we argue that
different stereo pairs require different parameter settings for
optimal performance and we seek an automated method to
estimate those parameters for each pair of images.

To see the effect of parameter setting on stereo matching,

we estimated disparity maps, D ¼ fdig, for Tsukuba and

Map image pairs [2] by minimizing the following energyX
i2I

UðdiÞ þ �
X
ði;jÞ2G

V ðdi; djÞ; ð1Þ

where I is the set of pixels, G is the set of graph edges
connecting adjacent pixels, U measures similarity between
matching pixels, and V is a regularization term that
encourages neighboring pixels to have similar disparities.
We minimize (1) using an existing MRF solver [7] and plot the
error rate of the disparity estimation versus ground truth as a
function of�, as shown in Fig. 1. The figure shows that, for the

same algorithm, the optimal regularization weight � varies
across different stereo pairs. As shown later in the paper, �
and other MRF parameters, e.g., robust truncation thresh-
olds, are related to the statistics of image noise and variation
of scene structures and can all be estimated from a single
stereo pair. Furthermore, we also show that neighboring pixel
intensity difference [4] can be conveniently incorporated into
our formulation to encourage the disparity discontinuities to
be aligned with intensity edges and the relevant parameters
can be estimated automatically.

To estimate the MRF parameters, we interpret them using
a probabilistic model that reformulates stereo matching as a
maximum a posterior (MAP) problem for both the disparity
map and the MRF parameters. Under this formulation, we
develop an alternating optimization algorithm that computes
both the disparity map and the parameters. Although the
derivation of the algorithm has numerous equations and is
somewhat involved, the resulting technique itself is quite
simple (summarized as a recipe in Fig. 5). Specifically, our
technique serves as a wrapper for existing MRF stereo
matching algorithms that solves for the optimal parameters
for each image pair. Our routine uses the output of the stereo
matcher to update the parameter values, which are in turn fed
back into the stereo matching procedure—it can interface
with many stereo implementations without modification.
Therefore, we emphasize that the goal of this paper is not a
specific stereo algorithm that performs better than existing
algorithms. Rather, we introduce a methodology that boosts
the performance of MRF-based stereo algorithms. In parti-
cular, we demonstrate our method on both graph cuts with
the Potts model and belief propagation with truncated
absolute difference.

The rest of the paper is organized as follows: After
reviewing related work in Section 2, we first give the intuition
for our parameter estimation technique in Section 3. We then
formulate the idea as an MAP problem in Section 4, propose
an optimization algorithm in Section 5, and extend it to
estimate the weights that depend on intensity gradients in
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Section 7. Finally, we show experimental results in Section 8
and discuss future research directions in Section 9.

2 PREVIOUS WORK

An early stereo method that requires no parameter setting is
the adaptive window method of Kanade and Okutomi [9],
whichdependsonproper initializationforgoodperformance.
The only prior work that addressed the problem of computing
MRF parameters (aka hyperparameters) for stereo matching is
byChengandCaelli [10].While theirapproachisanimportant
first step, they relied on a restricted MRF model from the
image restoration literature [11] and did not support key
features of the leading stereo algorithms, e.g., occlusion
modeling and gradient-dependent regularization. (Other
MRF models in the image restoration literature, e.g., [12],
[13], [14], also have this limitation when applied to stereo
matching.) In contrast, we designed our approach to support
these features in order to interface with many of the leading
stereo algorithms. Toward this end, we show that the Potts
model and the truncated absolute distance commonly used in
leading stereo algorithms [4], [7] correspond to a binary
distribution and a mixture of an exponential distribution and
an outlier process, respectively. These distributions can be
extended to incorporate static cues, e.g., intensity edges, to
further improvestereomatchingperformance.Weusehidden
variables to model occlusions and other outliers and apply
expectation maximization (EM) to infer the hidden variables
and estimate the mixture models. Because we use EM instead
of MCMC, our approach is also simpler and more efficient
compared to [10]. Finally, we benchmark our approach on the
Middlebury database [2] and show that it dramatically
improves the performance of a leading algorithm with the
recommended hand-tuned parameters (as opposed to showing
improvement over randomly chosen parameters [10]).

In this work, we use insights from statistical learning to
improve vision algorithms. Our work is therefore related to
Freeman et al. [15] who formulate super-resolution as MRF
inference based on training images and apply belief
propagation to obtain good results. Similarly, with training
images, Freeman and Torralba [16] infer 3D scene structure
from a single image. Unlike Freeman et al.’s approach, our

method doesn’t require training images—MRF parameters
are estimated from the stereo pair itself.

3 INTUITION

In this section, we describe our basic idea for parameter
estimation in MRF-based stereo. In the energy function in
(1), U measures similarity between matching pixels and V
encourages neighboring pixels to have similar disparities.
Many functional forms have been proposed for U and V ,
including squared differences, absolute differences, and
other robust metrics [1]. In this paper, we first focus on
setting parameters for truncated absolute difference (TAD)
because it is a popular choice of top performing stereo
algorithms [4], [7] and it has several good properties. It is
derived from total variation [17], thus preserving disconti-
nuities. It can be efficiently computed via distance trans-
form [7] in belief propagation. Also, it satisfies the metric
property required by the traditional �-expansion algorithm
in graph cut [4]. More recent graph cut algorithms relax this
assumption, though.1 Specifically,

UðdiÞ ¼ minðjeðdiÞj; �Þ;
V ðdi; djÞ ¼ minðjdi � djj; �Þ;

ð2Þ

where eðdiÞ ¼ Iðxi; yiÞ � Jðxi � di; yiÞ is the intensity differ-
ence between matching pixels in the image pair I and J and
� and � are truncation thresholds, as illustrated in Fig. 2.
Our method can be used to set parameters for other metrics
as well and we give a derivation for the Potts model later in
this paper.

To best set the parameters �, � , and � for a stereo pair, we
need to know how well the corresponding pixels in two
images can be matched and how similar the neighboring
disparities are in a statistical sense. However, without
knowing the disparity map, those two questions cannot be
answered. This dilemma explains why existing MRF-based
stereo algorithms require users to set parameters manually.

To resolve this dilemma, let’s first consider the case in
which we know the disparity maps. In Figs. 3a and 3c, using
the ground truth disparities from the Middlebury Web site
[2], we plot the histograms of pixel matching errors and
neighboring disparity differences for the Tsukuba stereo
pair. In Figs. 3b and 3d, we show the same histograms in
log-scale. Since the log-scale histograms are not straight
lines or quadratic curves, it means that the probability of
pixel matching errors and that of neighboring disparity
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Fig. 1. Some stereo pairs require more regularization than others, as

shown in the above graphs that plot error as a function of regularization

weight �. The parameters shown above (dotted vertical lines) were

computed automatically using our algorithm.

1. Bokyov et al. introduced the �-expansion algorithm in [4], which
requires that V is a metric. Kolmogorov and Zabih [18] generalized V to a
slightly larger class. More recently, Rother et al. [19] generalized it still
further to allow some hard constraints. In addition, they provided a way to
use the expansion algorithm for an arbitrary choice of V at the price of no
longer guaranteeing that the expansion move is optimal (they show,
however, that it will not increase the energy).

Fig. 2. Illustration of the truncated absolute difference metric for the

(a) pixel similarity measure and (b) regularization term in (2).



differences are not simple exponential or Gaussian dis-
tributions. The heavy tail in the matching error histogram is
due to occlusion and violation of brightness constancy; the
heavy tail in the neighboring disparity difference histogram
is due to disparity discontinuities. Those histograms can be
approximated by two segments, a mixture of an exponential
distribution and a uniform outlier process. Figs. 3a and 3c
show the probability distribution of fitted mixture models
overlaid on the histograms. The fit is quite accurate: The
errors are around 10�3, only noticeable in the log-scale
graphs in Figs. 3b and 3d. From the shapes of the fitted
distributions, we can recover the optimal set of MRF
parameters, as we describe later in the paper.

In practice, however, ground truth disparities are un-
known and we propose an iterative algorithm that alternates
between estimating MRF parameters from the current
histograms and estimating disparities using the current
MRF parameters. The algorithm iterates until the estimated
disparity map yields histograms that agree with the MRF
parameters or a fixed number of iterations is reached. In the
next section, we present the details of this method by casting
the problem in a probabilistic framework.

4 A PROBABILISTIC MIXTURE MODEL FOR STEREO

In this section, we present the mixture models for the
histograms of pixel matching errors and neighboring
disparity differences and formulate stereo matching prob-
abilistically, based on those mixture models.

4.1 Matching Likelihood

Given an image pair I and J and the disparity map D, we
define the mixture model for pixel matching error as
follows. We assign each pixel i in I a hidden binary random
variable �i, indicating whether the corresponding scene
point is visible in J .2 Let eðdiÞ ¼ Iðxi; yiÞ � Jðxi � di; yiÞ. We
define the mixture model for eðdiÞ as

P ðeðdiÞjdi; �iÞ ¼
�e��jeðdiÞj; �i ¼ 1
1
N ; �i ¼ 0;

(
ð3Þ

where � is the decay rate for the exponential distribution,

jeðdiÞj takes discrete values, f0; 1; � � � ; N � 1g, and � ¼
1�expð��Þ

1�expð��NÞ is a normalization factor. We define the mixture

probability

P ð�i ¼ 1Þ ¼ �; ð4Þ

where � is the fraction of pixels in I that are also visible in
J . Summing over �i gives the marginal matching likelihood

P ðeðdiÞjdiÞ ¼ ��e��jeðdiÞj þ ð1� �Þ
1

N
: ð5Þ

4.2 Disparity Prior

Define �dg ¼ di � dj to be the disparity difference on the
graph edge g connecting adjacent pixels i and j. Similarly,
as for pixel matching probability, we assign each edge g a
binary random variable 	g, indicating whether the edge is
continuous. We define the mixture model for �dg as

P ð�dgj	gÞ ¼

e��j�dgj; 	g ¼ 1
1
L ; 	g ¼ 0;

(
ð6Þ

where � is the decay rate, j�dgj 2 f0; 1; � � � ; L� 1g, and

 ¼ 1�expð��Þ

1�expð��LÞ . We define the mixture probability

P ð	g ¼ 1Þ ¼ �; ð7Þ

where � is the fraction of continuous edges in I. The
marginal distribution is

P ð�dgÞ ¼ �
e��j�dgj þ ð1� �Þ
1

L
: ð8Þ

4.3 Stereo as a MAP Problem

Now, we formulate stereo matching as a MAP problem
based on the two defined mixture distributions. Given an
image pair, I and J , our probabilistic model consists of a
disparity function D ¼ fdig over I and two sets of random
variables � ¼ f�ig and � ¼ f	gg for pixel visibility and edge
connectivity, respectively.3

We seek to estimate D, �, �, �, and �, given I and J , by
maximizing

P ðD;�; �; �; �jI; JÞ ¼ P ðI; J;Dj�; �; �; �ÞP ð�; �; �; �Þ
P ðI; JÞ

/ P ðI; J;Dj�; �; �; �Þ;
ð9Þ

where the prior on ð�; �; �; �Þ is assumed to be uniform. To
compute P ðI; J;Dj�; �; �; �Þ, we first factor it as

P ðI; J;Dj�; �; �; �Þ ¼ P ðI; JjD;�; �ÞP ðDj�; �Þ ð10Þ

by assuming that I and J are independent of the disparity
prior parameters � and � and that D is independent of
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2. For brevity, we refer to �i as a visibility variable, but it can also account
for differences in brightness, e.g., due to specularity. 3. This model is called “three coupled MRF’s” in [6].

Fig. 3. Histograms of errors between corresponding pixels in two images in (a) linear and (b) log scale. Superimposed on the plots is the fitted

mixture model. (c) and (d) show histograms and models for neighboring disparity difference.



matching likelihood parameters � and �. Then, we compute
P ðI; JjD;�; �Þ and P ðDj�; �Þ by marginalizing over visibi-
lity variables � and continuity variables �, respectively, as
follows:

P ðI; J jD;�; �Þ ¼
Y
i

P ðeðdiÞjdi; �; �Þ; ð11Þ

which assumes P ð�jD;�Þ ¼ P ð�j�Þ, ignoring the depen-
dence of visibility on geometry for computational conve-
nience. This assumption allows us to evaluate the matching
likelihood by comparing pixel intensities without checking
the global visibility, a simplification that is shared by many
stereo algorithms. Similarly,

P ðDj�; �Þ ¼
Y
g

P ð�dgj�; �Þ; ð12Þ

which assumes independence between �dg, also for
computational convenience. The independence assump-
tions in (11) and (12) allow us to efficiently estimate
parameters �, �, �, and �, using the Expectation Maximiza-
tion algorithm, as shown in Section 5.

Putting (11) and (12) together, we obtain

P ðD;�; �; �; �jI; JÞ
/
Y
i

P ðeðdiÞjdi; �; �Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
P ðI;J jD;�;�Þ

Y
g

P ð�dgj�; �Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
P ðDj�;�Þ

: ð13Þ

Given disparity map D, we can estimate � and � by
maximizing the marginal data likelihood P ðI; JjD;�; �Þ and
we can estimate � and � by maximizing the marginal prior
distribution P ðDj�; �Þ. Also, we can estimate D by
maximizing the likelihood and the prior jointly. Next, we
propose an alternating optimization algorithm for this
maximization and relate the probabilistic model parameters
ð�; �; �; �Þ to ð�; �; �Þ in (1) and (2).

5 AN ALTERNATING OPTIMIZATION

In this section, we present an alternating algorithm to
maximize (13). In (13), given D, maximizing P ðI; J jD;�; �Þ
leads to an estimate of ð�; �Þ. This maximization is equivalent
to fitting the mixture model of (3) to the histogram of pixel
matching errors in Fig. 3a, and the EM algorithm is well-
suited for this type of model fitting. Similiarly, we can also
use the EM algorithm to estimate ð�; �Þ by maximizing
P ðDj�; �Þ. From ð�; �; �; �Þ, we then compute the optimal
MRF parameters ð�; �; �Þ, which in turn are used to updateD.

5.1 Estimating � and � Given D

Given D, to estimate the parameters � and � using the
EM algorithm, we first compute

L ¼ max
g
fj�dgjg þ 1; ð14Þ

where L is the number of possible neighboring disparity
differences from 0 to maxgfj�dgjg. Then, we compute the
conditional probability of 	g as

!g ¼def
P ð	g ¼ 1j�dg; �; �Þ ¼

�
e��j�dgj

�
e��j�dgj þ 1��
L

: ð15Þ

Finally, we estimate � and � by maximizing the expected

log-probability E	g ½logP ð�dg; 	gj�; �Þ�, computed as

E	g ½logP ð�dg; 	gj�; �Þ�
¼
X
g

!g logP ð�dg; 	g ¼ 1j�; �Þ

þ ð1� !gÞ logP ð�dg; 	g ¼ 0j�; �Þ

¼
X
g

!g logð�
Þ � �j�dgj
� �

þ ð1� !gÞ log
1� �
L

:

ð16Þ

By setting the partial derivatives of (16) with respect to � and

� to be zero, we obtain the following estimation of � and �.

� ¼ 1

jGj
X
g

!g; ð17Þ

where jGj is the number of edges in G and � is the solution of

the equation

1

e� � 1
� L

eL� � 1
¼

P
g
!gj�dgjP
g
!g

: ð18Þ

Let fð�;LÞ ¼ 1
e��1� L

eL��1 be the left-hand side of (18). f

monotonically decreases from L�1
2 to 0 over ½0;1Þ, as shown

in Fig. 4a. When L is large, the second term in fð�;LÞ, L
eL��1 ,

is negligible and the equation has a closed form solution

�0 ¼ logð1yþ 1Þ, where y is the right-hand side of (18). When

L is small, we start from � ¼ �0 and refine � using the

Newton-Raphson method.

5.2 Estimating � and � Given D

The EM algorithm can also be used to estimate � and �.

Given D, we first compute

N ¼ max
i
feðdiÞg þ 1; ð19Þ

where N is the number of possible pixel matching errors

from 0 to maxifeðdiÞg. Then, we can estimate � and � in the

same way as we estimate � and � using (15), (17), and (18)

with the following variable replacement:

ð�; �; 
; L; g;G;�dgÞ ! ð�; �; �;N; i; I ; eðdiÞÞ: ð20Þ

5.3 Estimating D Given �, �, �, and �

In this section, we describe how the estimated values of �,

�, �, and � are used for stereo matching. Given �, �, �, and

�, we wish to maximize (13) by minimizing
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Fig. 4. (a) A graph for (18) for L ¼ 16. (b) An illustration of (24) (solid

curve) as an upper bound for (23) (dotted curve) for ða; b; cÞ ¼ ð1; 2; 1Þ.



� ¼def � logP ðD;�; �; �; �jI; JÞ
¼
X
i

dðdi;�; �Þ þ
X
g

pð�dg;�; �Þ; ð21Þ

where

dðdi;�; �Þ ¼ � log ��e��jeðdiÞj þ 1� �
N

� �
;

pðdi;�; �Þ ¼ � log �
e��j�dgj þ 1� �
L

� �
:

ð22Þ

Equation (21) can be minimized directly using existing

techniques. For example, Sun et al. [6] use belief propaga-

tion to minimize a form of (21).

5.3.1 From Mixture Model to Regularized Energy

Although (21) can be optimized directly, it is not in a form

that existing efficient MRF solvers [4], [7] require. Recall

that our objective is to interface with and boost the

performance of existing stereo algorithms and we therefore

want to convert (21) to the form of (1) and (2). We notice

that a function of the form

hðx; a; b; cÞ ¼ � logða expð�bjxjÞ þ cÞ ð23Þ

is tightly upper bounded by

�hðx; r; s; tÞ ¼ minðsjxj; tÞ þ r; ð24Þ

where s ¼ ab
aþc , t ¼ logðaþcc Þ, and r ¼ � logðaþ cÞ, as shown

in Fig. 4b. Therefore, minimizing (21) can also be approxi-

mately achieved by minimizing

�� ¼
X
i

minðsdjeðdiÞj; tdÞ þ
X
g

minðspj�dgj; tpÞ � C; ð25Þ

where

sd ¼
���

�� þ ð1� �Þ 1
N

td ¼ log 1þ ��N

1� �

� �

sp ¼
�
�

�
 þ ð1� �Þ 1
L

tp ¼ log 1þ �
L

1� �

� �

C ¼ jIj log �� þ 1� �
N

� �
þ jGj log �
 þ 1� �

L

� �
:

ð26Þ

To further simplify the problem, let � ¼ td
sd

, � ¼ tp
sp

, and

� ¼ sp
sd

, and define

��0 ¼
X
i

minðjeðdiÞj; �Þ þ �
X
g

minðj�dgj; �Þ: ð27Þ

��0 differs from �� by an affine transform, which does not

affect the estimation of D. Equation (27) is the objective

function used in [4], [7] for stereo matching.

Our iterative algorithm is summarized in Fig. 5. We

typically start with � ¼ � ¼ 0:5, � ¼ � ¼ 1:0, N ¼ 255, and

set L be the maximum disparity plus 1, although robust

convergence is observed with various initial values, as

shown in Section 8. STEREO-MATCHING could be any

stereo algorithm that works with (27).

Although we develop our method based on mixture
distributions that correspond to a truncated absolute differ-
ence metric, we emphasize that our method is general and can
be applied to other metrics as well by modeling the matching
likelihood and/or disparity prior with other types of
distributions. For example, notice that, if jxj is replaced by
x2 in (23) and (24), (24) is still a good upper bound for (23). This
suggests that, if we use a mixture of Gaussian (instead of
exponential) distribution and uniform outlier to model pixel
matching errors, we can have a truncated quadratic metric for
the data term (with certain technical modifications in the EM
fitting steps). In Section 6, we replace the mixture distribution
for neighboring disparity differences with a binary distribu-
tion and transform our algorithm in Fig. 5 to handle the Potts
model as a disparity prior.

6 PARAMETER SETTING FOR THE POTTS MODEL

To set parameters for the Potts model, we assume the
neighboring disparity differences have a binary distribu-
tion, defined as:

P ð�dgÞ ¼
�; �dg ¼ 0

1� �; �dg 6¼ 0:

(
ð28Þ

This binary distribution is simpler than the mixture distribu-

tion in (8), assumed for the truncated absolute difference

measure. Given the disparity field D ¼ fdgg, the maximum

likelihood estimation for parameter � is simply

� ¼ jf�dg ¼ 0gj
jGj ; ð29Þ

which is the percentage of neighboring pixels that have the

same disparity values. This constitutes one step of our

alternating optimization method.

For the other step, given the parameter �, the disparity

field D is estimated by minimizing (21) with p computed as

follows: pð�dg;�Þ ¼ � logðP ð�dgj�ÞÞ with P ð�dgj�Þ de-

fined as in (28). To connect p to the Potts model, we rewrite

P ð�dgj�Þ using the delta notation, �ð�Þ, as

P ð�dgÞ ¼ ��ð�dgÞ þ ð1� �Þð1� �ð�dgÞÞ: ð30Þ
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Fig. 5. Algorithm for estimating stereo matching parameters.



Using (30), we have

pð�dg;�Þ ¼ ��ð�dgÞ log� � ð1� �ð�dgÞÞ logð1� �Þ

¼ spð1� �ð�dÞÞ þ log
1

�
;

ð31Þ

where

sp ¼ log
�

1� � : ð32Þ

Notice that pð�dg;�Þ in this form differs from the Potts
model only by a constant log 1

� , which does not affect the
optimization. Therefore, our parameter estimation method in
Fig. 5, developed for the truncated absolute difference metric,
also applies to the Potts model, with the following modifica-
tions: Use (29) to estimate � instead of the EM equations (14),
(15), (17), and (18); use (32) to estimate sp instead of (26);
ignore tp and � .

7 INTENSITY GRADIENT CUES

Recent stereo algorithms use static cues, such as color
segments [6], [20] and intensity edges [21], [22], to improve
performance. Here, we show that neighboring pixel
intensity difference [4] can be conveniently incorporated
into our formulation to encourage the disparity disconti-
nuities to be aligned with intensity edges and the relevant
weighting parameters can be estimated automatically.

Define �Ig to be the intensity difference between the two
pixels connected by a graph edge g. To relate �Ig to the
continuity of the disparity map, we treat �Ig as a random
variable and define a corresponding mixture distribution.
We require the mixture distribution of �Ig to share the
same hidden variable 	g of �dg. Specifically,

P ð�Igj	gÞ ¼
�e��j�Igj; 	g ¼ 1;
1
K ; 	g ¼ 0;

(
ð33Þ

where � is the decay rate,4 j�Igj 2 f0; 1; � � � ; K � 1g, and

� ¼ 1�expð��Þ
1�expð��KÞ . This model has the following property: If a

graph edge is continuous, both the color and the disparity

differences are encouraged to be small; if a graph edge is

discontinuous, the color and disparity differences are

unconstrained. The corresponding marginal distribution is

P ð�Ig;�dgÞ ¼ ��
e�ð�j�Igjþ�j�dgjÞ þ ð1� �Þ
1

KL
: ð34Þ

Given I, �I, and J , our goal is to recover D, �, �, �, �,
and �, by maximizing

P ðD;�; �; �; �; �jI;�I; JÞ
/
Y
i

P ðeðdiÞjdi; �; �Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
P ðI;J jD;�;�Þ

Y
g

P ð�Ig;�dgj�; �; �Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
P ð�I;Dj�;�;�Þ

: ð35Þ

The alternating algorithm in Section 5 can still be applied
with a minor change. The estimation of � and � is the same
as before. The estimation of �, �, and � can be done as
follows. Initially, we set K ¼ maxgf�Igg þ 1. For each

iteration, we first update L as in (14). Then, we compute
the condition probability of 	g as

!g ¼def ��
e�ð�j�Igjþ�j�dgjÞ

��
e�ð�j�Igjþ�j�dgjÞ þ 1��
KL

: ð36Þ

Finally, we update � and � using (17) and (18), respectively,
and update � also using (18) with the following variable
replacement: ð�; L;�dgÞ ! ð�;K;�IgÞ.

After estimating ð�; �; �; �; �Þ, we estimate D by mini-
mizing (21) with p depending on �Ig. Specifically,

pðdi; �Ig; �; �; �Þ ¼ � log ��
e��j�Igje��j�dgj þ 1� �
KL

� �
: ð37Þ

Accordingly, sp and tp also depend on �Ig.

sp ¼
��
�e��j�Igj

��
e��j�Igj þ 1��
KL

tp ¼ log 1þ ��
KLe
��j�Igj

1� �

� �
: ð38Þ

In (38), sp approaches 0 in proportion to e��j�Igj when �Ig is

large; sp approaches �
1þ 1��

KL��


when �Ig is near 0. Therefore, the

regularization weight � ¼ sp
sd

varies over the image: large in

uniform areas and small across color edges.

8 EXPERIMENTAL RESULTS

We implemented the EM algorithm to estimate the
parameters for two different MRF stereo algorithms, in
particular, graph cuts (GC) with the Potts model [4] and
belief propagation (BP) with truncated absolute difference
(TAD) [7]. We first describe our test images and then report
our results using GC, followed by the results using BP.

8.1 Image Selection

The Middlebury Web site [2] is a well-known resource for
benchmarking stereo algorithms. There are currently two
collections of benchmark data sets—an older collection and
a newer one. In Fig. 6, we show the performance evaluation
of the leading stereo algorithms reported on the Web site
using the old benchmark collection.5 From left to right, the
3D structures of the underlying scenes in these benchmarks
become simpler: Tsukuba (multiple depth layers with
irregular boundaries), Sawtooth (three planes with irregular
boundaries), Venus (four planes with regular boundaries),
and Map (two layers with regular boundaries). Notice that
most algorithms perform well on either complex scenes or
simpler ones, but not both. We believe that this incon-
sistency is partly due to the fact that each algorithm uses the
same set of parameters for all the scenes of different
complexity. The number 1 algorithm [24] in Fig. 6 performs
very well for all the cases, partly because one of its
parameters is automatically adapted for different cases.
Therefore, we decided to mainly use these four image pairs
to test our parameter setting method. The Middlebury Web
site also evaluates algorithms using the new benchmark
collection, which mostly contain complex scene geometry.
There, different algorithms perform much more consis-
tently: The top algorithms tend to give top results across
different data sets. We show that our method can converge
to reasonable parameters for these data sets as well and
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4. The exponential part of this distribution is inspired by [23], in which a
Laplacian distribution is used to model derivative filter responses of natural
images.

5. The overall rank is obtained by sorting the sum of all the individual
ranks, as per personal communication with Daniel Scharstein.



discuss how our method may be extended to further
improve algorithm performance on these data sets in
Section 9.

8.2 Results on Graph Cuts with the Potts Model

For the experiments in this section, we used the �-expansion
graph cut stereo matching code [4] with the Potts model as the
neighborhood terms. In all experiments, we alternated
between EM and GC six times. In each alternation, alpha
expansion was applied to all depth layers for three passes in
total. The cost for EM is negligible and the total runtime varies
from 20 to 40 seconds for different stereo pairs.

8.2.1 Convergence

In our first experiment, we tested our algorithm on the four
old Middlebury benchmarks. In Figs. 7 and 8, we show the
disparity maps and corresponding ð�; �Þ6 at iterations 1, 2,
4, 6 for the four cases, starting from noisy and over-
smoothed initializations, respectively. As the algorithm
proceeds, the parameters are tuned and the disparity maps
improve. Note that this experiment shows that the solution
is relatively invariant to the initial conditions.

8.2.2 Optimality

To quantify the optimality of the tuned parameters, in our
second experiment, for each case in Experiment 1, we fix �
but vary � from 1 to 80 and estimate disparity using the
same GC algorithm. We plot the error as a function of � in

Fig. 9. The bars indicate our estimated values whose
corresponding error rates are quite close to the minimum
error rates of the graphs in all four benchmarks.

8.3 Results on Belief Propagation with Truncated
Distance

For the experiments in this section, we implemented

belief propagation using distance transforms [7]7 as our

baseline stereo matcher. In all experiments, we alternated
between EM and BP six times. In each alternation, BP

was executed for 60 iterations and each iteration takes

about 1 second. The cost for EM is negligible and the
total runtime is about 6 minutes.

8.3.1 Convergence

In our third experiment, we tested our algorithm on the four
old and two new Middlebury benchmarks. In Fig. 10, we

show the disparity maps and corresponding ð�; �; �Þ at

iterations 1, 2, 4, and 6, obtained by using our method without

the intensity gradient cue.8 In Fig. 11, we show the disparity
maps and corresponding ð�; �; �; �; �Þ at the same iterations,

using our method with the intensity gradient cue. In both

figures, the initial regularization is weak and the disparity
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Fig. 6. The performance evaluation of the top 30 stereo algorithms on the Middlebury Web site as of 26 February 2006. The complexity of 3D structures

of the underlying scenes in these benchmarks varies significantly, starting from Tsukuba (multiple depth layers with irregular boundaries) on the left to

Map (two layers with regular boundaries) on the right. Most algorithms perform well on either complex scenes or simpler ones, but not both. This

inconsistency is partly due to the fact that each algorithm uses the same set of parameters for all the scenes of different complexity.

6. Recall that the Potts model has only parameters � and � but no � .

7. Among the three acceleration techniques proposed in [7], we have
only used the distance transform technique.

8. The initial values in Fig. 10 are not round numbers as in Figs. 7 and 8
because they are converted from the initial values � ¼ � ¼ 0:5, � ¼ � ¼ 1:0,
N ¼ 255, and L ¼ MAX DISPARITYþ 1. They are slightly different because
MAX_DISPARITY is different for different scenes.
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Fig. 7. Convergence of our parameter estimation for GC stereo with the Potts model on the four Middlebury benchmarks starting from noisy disparity
maps. The four columns correspond to iterations 1, 2, 4, and 6.

Fig. 8. Convergence of our parameter estimation for GC stereo with the Potts model on the four Middlebury benchmarks starting from oversmoothed

disparity maps. The four columns correspond to iterations 1, 2, 4, and 6.



map is noisy. As the algorithm proceeds, the regularization
increases and the disparity map becomes cleaner.

In our fourth experiment, we repeated Experiment 3, but
with different initial values. We show the initial and final
ð�; �; �Þ, including those of Experiment 3, in the top five rows
in the tables in Fig. 12. Despite the variation of scales in initial
parameters, the final parameters are consistent, showing
robust convergence of our algorithm. We also compared the
final disparity maps using the ground truth and showed the
error rate in the last column. The error rates are also
consistent. In addition to trying different initial values, we
also tried starting with the ground truth disparity maps and
estimated the parameters. Then, we estimated the disparity
map while keeping those parameters fixed. The error rates
are shown in the bottom right corner. Both the error rates and
the parameters are close to the results obtained without
knowing ground truth. However, the parameters computed
from ground truth disparities don’t result in disparity maps

with lower error rates. This unintuitive fact is because real

scenes are not perfectly described by our MRF model, as

discussed in Section 9.

8.3.2 Optimality

In our fifth experiment, for each case in Experiment 4, we
fix � and � but vary � from 1 to 50 and estimate disparity
using BP. We plot the error as a function of � in Fig. 13. The
verticle dotted lines indicate our estimated values, whose
corresponding error rates are quite close to the minimum
error rates of the graphs in all four benchmarks.

8.3.3 Improvement

In our sixth experiment, we show how our automatic

parameter setting method can improve over choosing fixed

parameters manually. We first run BP with the fixed

parameters suggested in [7] and the result is shown in the

fourth row (“Fixed”) in Fig. 14. We then compare this result
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Fig. 9. Optimality of our parameter estimation for GC stereo with the Potts model. The four graphs show error rate with respect to ground truth as a

function of regularization weight � while fixing �. The vertical solid lines are our estimation for �.

Fig. 10. Convergence of our parameter estimation for BP stereo with the TAD metric on the four Middlebury benchmarks. The four columns

correspond to iterations 1, 2, 4, and 6.



with the result in the third experiment where we solve for

ð�; �; �Þ, shown in the third row (“Adaptive”) in Fig. 14. Our

adaptive method shows similar results to the fixed para-

meters for Sawtooth and Venus, but dramatic improvement

on Map. As reported in [6], the Map pair requires different

parameter settings than the other three data sets. Our

algorithm automatically finds appropriate parameters with-

out any user intervention. For the Tsukuba data set, the result

is slightly worse than the results with the fixed manually

chosen parameters. The reason is that a user exploits the

ground truth or his perception as a reference when setting

the parameters, while our algorithm estimates the para-

meters based on model fitting. When the ground truth is not

the optimal solution of our model, the estimated disparity

map can deviate from the ground truth. Overall, our

automatic parameter setting technique improves the ranking

of the baseline algorithm by six slots on the Middlebury

benchmarks.
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Fig. 11. Convergence of our parameter estimation for BP stereo with the TAD metric on the two new Middlebury benchmarks. The four columns

correspond to iterations 1, 2, 4 and 6. The intensity gradient cue is used in this experiment.

Fig. 12. Convergence of our parameter estimation for BP stereo with the TAD metric from five different initializations. The last rows use ground truth

disparity maps to estimate parameters and then compute new disparity maps with these estimated parameters.

Fig. 13. Optimality of our parameter estimation for BP stereo with TAD metric. The four graphs show error rate with respect to ground truth as a

function of regularization weight � while fixing ð�; �Þ. The vertical dotted lines are our estimation for �.



The improvements so far do not include the intensity
gradient cue proposed in Section 7. Now, we consider this
cue. First, we use the estimated values for ð�; �; �; �Þ, but set
� ¼ 1 and 0.01, respectively. The results for the two � values
are shown in the fifth row (“Fixed + grad 1”) and the second
row (“Fixed + grad 2”), respectively. � ¼ 1 is apparently too
large and � ¼ 0:01 is better. If we estimate ð�; �; �; �; �Þ
together, as described in Section 7, we get the first row
(“Adaptive + grad”) of Fig. 14. As expected, error rates in
discontinuity regions, shown in the columns under “disc,”
are consistently reduced. Overall, our parameter estimation
technique raises the rank of the baseline algorithm (with
intensity gradient cue) by five slots and the resulting adaptive
algorithm is ranked ninth among all stereo algorithms in the
Middlebury rankings.

9 DISCUSSION

In this paper, we presented a parameter estimation method

for MRF stereo. Our method converges consistently and

significantly improves a baseline stereo algorithm. Our

method works as a wrapper that interfaces with many

stereo algorithms without requiring any changes to those

algorithms. Here, we discuss some ideas for future work.
First, our model gives higher energy to the ground truth

than to the estimated disparity maps [25]. One of the reasons
is that we model visibility photometrically, but not geome-
trically. In other words, we assume visibility variables � are
independent of D. Although this independence assumption
simplifies our computation, it also causes errors in the results.
The same problem is also observed in [26] for computing
optical flow. One topic of future work is to model the
occlusion process more precisely, such as in [24], and estimate
its parameters accordingly.

Second, we use histograms of pixel matching errors and

neighboring disparity differences for a whole image,

assuming the mixture models don’t vary across the image.

This assumption may be valid for the matching errors,

which are largely due to sensor noise, but it may not be

accurate for the disparity maps, which may have spatially

varying smoothness. For example, it is difficult to evaluate

whether the Teddy benchmark is smoother than the Cones

or vice versa, based on the whole image. However, if we

consider image patches of 100� 100 pixels at different

locations, the answer is much clearer. It is therefore an

interesting problem to devise an MRF stereo model with

spatially varying regularization. As this model will poten-

tially involve many more parameters, automatic parameter

tuning is even more important in this case, compared to the

spatially constant regularization case.

Third, graph cuts and belief propagation have also
shown great promise in other low-level vision problems,
e.g., segmentation [27], [28], matting [29], and optical flow
[26]. Estimating parameters for MRF models in those
problems will help to create more automated vision systems
in a large variety of applications.
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